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1 Introduction

Belief revision theories address the problem of rationally integrating new pieces
of information into an agent’s belief state. Belief states themselves are repre-
sented by certain kinds of information structures. The most interesting and
most closely studied type of belief revision is the one in which the new infor-
mation is inconsistent with the agent’s current beliefs. The main question of
the present contribution is: What kinds of information structures have figured
prominently in belief revision theories as they have been developed over the
past 25 years?

My focus will be on the philosophy behind the ‘classical belief revision’, that is
of the AGM paradigm (so-called after its founders Alchourrón, Gärdenfors and
Makinson and their 1985 paper) and its later generalizations. I shall talk about
the generalizations to iterations of belief change in the 1990s and to operations
of belief fusion or merging in the present century.

I am going to presuppose that information comes in symbolic form. There is no
discussion of signals, symptoms, pictures, and similar non-codified formats in
which information could be embodied. I shall say very little about approaches
that make essential use of numerical, quantitative information. This of course
is not to suggest that probabilistic approaches, evidence theory (Shafer 1976) or
ranking functions (Spohn 1988, Goldszmidt and Pearl 1992) are not interesting
and useful. It is just that qualitative approaches using preferential structures
have played a major role in belief change theories, and they easily offer enough
material for a chapter of their own.

The present chapter should be read in conjunction with the contribution by
Baltag, van Ditmarsch and Moss (2006). In several respects, their approach is
wider than the one presented here. However, the particular emphasis of belief
revision theory is on the case where new information conflicts logically with
the information previously accepted (in the terminology to be introduced later:
with the old ‘data base’). It can thus be seen as providing a module that can
be plugged in, as it were, into the framework of Baltag et al. The following
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presentation, however, is in the style of the more traditional, classical work in
the area.1

The plan of this chapter is as follows. Section 2 contains some preliminary
remarks on information and truth, and on belief change as embedded in a
functionalist philosophy of mind. Section 3 presents the problem of belief change
as being a compound of a processes of reflection and processes of revision.
Depending on which of these processes are given center stage, we can distinguish
foundationalist and coherentist approaches to belief change (in roughly the
sense that is known from contemporary epistemology). Section 4 gives three
simple examples of such approaches. There are approaches that look coherentist
but can be reconstructed as generated through hidden foundationalist recipes.
Reconstructions of such a flavour are fairly typical of belief revision theories.
Section 5 traces the idea that the static picture of belief as being represented
by an information structure may encode much of the dynamics of belief. I shall
interpret the history of belief revision theory of the last three decades as a
story of finding an appropriate notion of a belief state, and its interpretation as
providing a framework for analyzing both static and dynamic aspects of belief.

2 Preliminary remarks on information, truth and
mind

2.1 Remarks on information and truth

There are countless explications of the term ‘information.’ I would like to
propose the following informal and very general definition:

Information is some structure realized in the physical world that is
suitable to be interpreted or exploited by some receiver in a reason-
able way.

By interpretation or exploitation, I mean some kind of causal interaction be-
tween two entities, not necessarily human or even living, with a certain asym-
metry between input and receiver. Interpretation in this sense is extremely
wide (too wide perhaps), it may possibly, but need not necessarily make use
of cognitive or linguistic means. A reasonable way is one that ‘makes sense’ of
the information structure, and leads to ‘successful’ behaviour or action of the
interpreter.

1For important attempts to transfer carefully belief revision theories into the framework
of modal logic, see Fuhrmann (1991), Cantwell (1997), Lindström and Rabinowicz (1999),
Segerberg (2001) and van Benthem (to appear). For an enlightening discussion of the merits
of the somewhat non-standard attitude towards logic in the AGM program, see Makinson
(2003).
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Information structures in belief revision 3

Often information, or rather pieces of information, are taken to represent states
of affairs or objects. Some kinds of information (signals) are truthful (or veridi-
cal), but they may still be deceptive in the sense that they give rise to an
inadequate interpretation, e.g., to false conclusions or unsuccessful behaviour.
In such cases, if there is no natural or necessary link between a piece of in-
formation and what it represents, i.e., if it is symbolic and has a conventional
meaning, then information may itself be called false (or misinformation or mis-
representation). However, it does not seem to be a fact of the matter whether
the ‘falsity’ of the link between information and what it represents is ‘due to’ the
carrier of information itself of the receiver interpreting this unit of information

What is information as it figures in theories of belief revision? Information is
that which may enter some belief state and change or transform it into another
belief state. Belief revision theories usually do not care about the truth of
beliefs – nor do they address the question of their justification or reliability.2

For this reason, widely used terms and phrases like ‘knowledge base’, ‘knowledge
representation’ and ‘knowledge in flux’, though widely used, are misnomers.

The idea, also emphasized in dynamic semantics or update semantics,3 is to
characterize (the content of) a piece of information by the transformations of
the receivers’ internal states that it brings about:

〈prior-state〉 7−→ 〈posterior-state〉

One can say that such a transformation captures the interpretation or exploita-
tion of the piece of information mentioned above.

Information in belief revision is

• syntactic in the sense that it is representable by sentences of some ap-
propriate systematic language, and that it can combined in the typical
way sentences can,

• semantic in the sense that

– it is not sensitive to transformations into logical equivalents,4 and

– as long as the new information is consistent with the current
belief state, it simply rules out possibilities.5

2But see Kelly, Schulte and Hendricks (1997) and Kelly (1999).
3See Stalnaker (1984), Gärdenfors (1988, chapter 6), Groenendijk and Stokhof (1991), and

Veltman (1996)
4Compare, e.g., axioms (AGM6) and (DP6) below.
5Compare, e.g., axioms (AGM3), (AGM4), (DP3) and (DP4) below.
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2.2 Some clues from the philosophy of mind

In belief revision, the main interest is in information for receivers with a mind,
i.e., humans.6 The philosophy of mind is concerned with the relation between
the mind and the body of human beings (compare Kim 2006, chapters 2–6).
How can it be that a person, that is first of all a biological organism, exhibits
thoughts, desires, feelings, etc? How can these mental states, states that seem
to be perfectly accessible to the persons that are in them but not to any third
persons, be the objects of scientific studies? Let us call the mental life of a
person his or her psychology .

According to behaviourism, the leading school of psychology until the middle
of the 20th century, a person’s psychology can be identified with (characterized
by, reduced to) the function

input 7−→ output

where inputs and outputs, (physical) stimuli and (behavioural) responses, are
observable entities. Behaviourism turned out to be too simplistic. Another ap-
proach to objectify the human mind was provided by the physicalist or materi-
alist identity theory of mind. According to this approach, a person’s psychology
can be identified with (characterized by, reduced to) its physical or material
state. But this idea would rule out beings with a different physiology like
non-human animals or Martians or machines from having psychological states,
something one would at least want to leave room for.

So a third paradigm, functionalism, appeared on the scene which in a way
combined the best of the previous approaches. Functionalism is behaviorism
plus internal states, or – approaching it from the other side – functionalism is
materialism plus multiple realizability.7 Alan Turing (1950) and Hilary Put-
nam (1960, 1967) promoted the idea that human thinking could be likened to
the calculations that go on in a computer (a Turing machine). The computer
metaphor became popular which says that mind is to brain as software is to
hardware. A software is a program that can be described abstractly by a (finite)
machine table specifying completely all (of a man’s or a computer’s) transitions
of the following type:

〈prior-state, input〉 7−→ 〈posterior-state, output〉

Prior and posterior states are internal states or psychological states of the person
or the computer. The set of all such transitions was called a ‘machine table’ by
the early functionalists, and it fully specifies a person’s psychology or a computer
program.

6Or information for computing machinery, but we will see that this difference is not im-
portant for our purposes.

7The thesis of multiple realizability says that one mental state can be ‘realized’ or ‘imple-
mented’ by varying physical states. Beings with different physical constitutions can thus be
in the same mental state.
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Information structures in belief revision 5

2.3 Functionalism as applied to belief revision

Belief is an internal affair. Any possible announcement of one’s beliefs or any
other action following a belief may be disregarded for the purposes of this paper.
Thus, we do not need to deal with any manifest output.8 This suggests that
the functionalist format can be reduced to a simpler mapping of the following
format:

〈prior-state, input〉 7−→ 〈posterior-state〉
The input is a piece of information. This actually marks the proper place of the
concept of ‘information’ in belief revision. Pieces of information are inputs to
belief states. Belief states in turn are the results of a – usually long – history of
information processing episodes. In any case, it is plausible to require that the
representation of the prior state and the representation of the posterior state
should be of the same format.9

The format of the input varies in theories of belief revision. The literature has
studied pieces of input of the following kinds:

• propositions

• propositions coming with a specification of their relative position in a
(total) pre-order

• ”ranked” propositions (i.e., propositions coming with ranks)

• ordered pairs of propositions (indicating their comparative retractabil-
ity)

• propositions with specification of a source

• full preferential structures

Beliefs are usually taken to be represented by propositions – either linguistically,
as sentences or sentence-meanings, or abstractly, as sets of possibilities. I shall,
somewhat sloppily, not distinguish between these two variants and will identify
a sentence, i.e., an expression of a given language, from what is said by such a
sentences. Often only the latter is called a ‘proposition,’ and it is modelled by
a set of possible worlds.

A belief state determines the set of beliefs held by the agent, but may (and
usually does) encode much more information than that. Individual beliefs are
in a derivative of belief states. For instance, a belief state may be represented
with the help of Grove systems of spheres (Figure 1).

A system of spheres is a set of nested sets of possible worlds. The smallest
set “in the center” is the set of possible worlds which the agent believes to

8Alternatively, one could say that belief revision’s “outputs” are the belief states them-
selves. I shall avoid that terminological move.

9This requirement was called the Principle of categorial matching in Gärdenfors and Rott
(1995).
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Figure 1: A Grovean system of spheres

contain the actual world, i.e., the worlds considered “possible” according to the
agent’s beliefs. If he receives evidence that the actual world is not contained in
this smallest set, he falls back on the next larger set of possible worlds. Thus
the first shell10 around the center contains the worlds considered second most
plausible by the reasoner. And again, should it turn out that the actual world
is not to be found in this set either, the reasoner is prepared to fall back on her
next larger set of possible worlds. And so on. A system of spheres is equivalent
to a total pre-ordering of possible worlds (world w ¹ w′ if w is contained in
every sphere in which w′ is contained).

A system of spheres at the same time determines an ordering between propo-
sitions, often called entrenchment ordering. If A covers each sphere that is
covered by B, A is at least as entrenched in the agent’s belief state as B.

The belief state determines the beliefs of the agent by a method of projection
or retrieval. If a belief state is represented by a system of spheres (or a total
pre-ordering ¹) of possible worlds, the beliefs are those propositions that are
true in each of the possible worlds contained in the innermost sphere (in each of
the possible worlds that are minimal under ¹). If a belief state is represented
by an ordering of propositions, say an entrenchment-ordering, the beliefs are
those propositions that are non-minimal under this ordering. Belief states in
this sense may e regarded as non-propositional information structures.

10A shell is the difference set between two neighbouring spheres. Spheres are nested, shells
are disjoint. The shells are numbered, but the numbers are not supposed to have any meaning
beyond the indication of the ordering of spheres.
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Information structures in belief revision 7

2.4 Filling in the parameters

We can now give a first overview of some of the more important stages in the
development of belief revision theory. We just need to fill in the parameters
into the scheme just specified in various ways (see Table 1).

input prior belief state
posterior belief

state

AGM 1978ff proposition

set of beliefs
(logically closed;
plus preference

structure on beliefs
or sets of beliefs)

set of beliefs
(logically closed)

Grove 1988,
Katsuno-
Mendelzon

1991

proposition
preference

structure on
possible worlds

set of possible
worlds

Veltman 1976,
Kratzer 1981,
Nebel 1989,
Hansson

1989, 1999

proposition

set of beliefs
(syntactically

structured, i.e. not
logically closed)

set of beliefs
(logically closed?)

Spohn 1988,
Goldszmidt-

Pearl
1992

proposition
plus

plausibility
index

ranking function (a
kind of preference

structure)
ranking function

Darwiche-Pearl
1994, 1997

proposition
(plus

plausibility
index ?)

general format,
with beliefs
derivative

general format,
with beliefs
derivative

Cantwell 1997,
Fermé-Rott

2004

pair of
sentences

preference
structure

preference
structure

Nayak 1994ff,
merging –

fusion

preference
structure

preference
structure

preference
structure

Table 1: Filling in the parameters for a functionalist account of belief change

An important turning point of the development of belief revision theory was
the clear recognition in the 1990s that a belief state must not be identified
with a (logically closed) set of beliefs. The study of the problem of iterated
belief revision made it clear that AGM’s belief set had to be replaced by a
selection mechanism or a preferential structure in order to encode a full belief
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state. Alternatively, Darwiche and Pearl (1994, 1997) suggested that it is best
to take “belief state” as a primitive concept. More on this in section 5 below.
After the turn of the millenium, much research has focussed on the problem
of fusing or merging belief states. The old idea that a belief state (carrying
information about the learning history of the agent) gets revised by a single piece
of information is no longer valid as a description of the standard problem. The
question addressed now is how to merge two or more rather general information
structures into a single one.

3 Belief Change = Revision + Reflection

How do belief states change? I suggest to decompose the process of belief
change into two different processes. Then there are two fundamentally different
approaches, depending on which of the two processes is being highlighted.

The process of revision is that of changing the current data base or belief
state, in response to the receiving of some new piece of information (some
‘input’). Models of belief change emphasizing the process of revision are taking
the horizontal perspective.

The process of reflection is that of finding an equilibrium state by process-
ing, or drawing inferences from, the currently available information. Models
of belief change emphasizing the process of reflection (while having a rather
straightforward method os revision) are taking the vertical perspective.11

We shall now consider three approaches.

• Foundationalism in vertical perspective

• Foundationalism in horizontal perspective

• Coherentism in horizontal perspective

Coherentism denies that the foundationalists’ distinction between basic and
derived beliefs has any clear significance. There is no set of propositions that
enjoy the privilege of serving as a foundation for the other beliefs.12 Coheren-
tists are not interested in the origin of belief states. The reflection component
does not even appear in the picture, the aim of reaching (or rather remaining
in) an equilibrium state is part and parcel of the revision process (compare Fig.
4 above).

Assume that ‘inputs’ have come in repeatedly. A data base is the result of

11The pair ‘reflection’ and ‘revision’ also plays a central role in Harman’s seminal book
Change in View (1986, Chapter 1), but Harman’s meanings of these terms are different from
ours.

12Note, however, that nothing in the above foundationalist picture guarantees that the
elements of the data base are immune to revision!
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Information structures in belief revision 9

collecting the inputs and putting them together. It is important that data
bases in our sense need not obey any coherence constraints of a logical or any
other nature. A data base will be considered as a rough and ready collection
of pieces of information. It is the basic information structure figuring in belief
revision, directly interpreting or exploiting, as it were, the structure of the
inputs.

For instance, data bases can be

• sets of propositions

• totally pre-ordered sets of propositions

• ranked sets of propositions

The difference between totally pre-ordered and ranked sets is that the latter,
but not the former, have numbers attached to the propositions signifying their
‘degree of belief.’ These numbers represent distances, and it makes sense to
perform arithmetical operations on them.

We assume that in response to incoming input the sets in question may grow
or shrink, that there are insertions or deletions at certain positions in the pre-
ordered or ranked structure.

The process of reflection is that of finding an equilibrium state on the basis of a
given data base. The data base is processed and thereby transformed it into a
belief state ‘in equilibrium.’ Reflection is ‘static’ in the sense that no ‘new’ input
is being dealt with. It can be thought of as an act of information processing .
Reflection is distinguished from the equally static process of drawing inferences
which does not yield a belief state, but only a belief set, i.e., a well-balanced
set of beliefs (propositions) that can be inferred from, or are supported by,
the agent’s data base.13 So we distinguish two kinds of ”static” operations on
data bases, and it has turned out that information processing is more than the
drawing inferences. The latter falls short of the former unless a belief state is
identified with a theory to begin with. In any case a belief state determines
belief set (=theory)

The process of revision is basically a response to incoming input. Revision
may consist in a relatively trivial change operation on the data base level, or
alternatively, in a relatively sophisticated change operation on the belief state
level. Obviously, the nature of a change operation depends on the nature of the
entities related by the change operation. On the base level, the changes need
not be sophisticated since data bases are not required to be coherent.

If a revision on the level of belief states is induced by a revision on the level of
belief bases, reflection and revision have to be in harmony in such a way that

13It is plausible to assume two mappings here, one taking data bases to belief states, and
another one taking belief states to belief sets. Neither of these mappings is injective. The
latter mapping has been called projection or retrieval above.
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the diagram in Fig. 2 commutes.

belief

state 1

belief

state 2

data

base 1

data

base 2

revise

reflect reflect

revise

Figure 2: Commuting diagram with reflection and revision

The revision process can be thought of as operating on the data base level, thus
generating a change operation on the belief state level only derivatively (Fig.
3).

data

base 1

data

base 2
revise

input

Figure 3: Changes on the data base level

Alternatively, one can think the of the revision process as operating on the
belief state level. Then the lower level of the data bases is not in the picture
any more, all deliberation that takes place is part and parcel of the change from
one equilibrium state to another one. Information comes as a disturbance of an
equilibrium, and precessing is just reorganizing belief states in this approach.
Since no reflection process is there to eliminate any remaining inconsistency
or incoherence, the change process itself has to be sophisticated (Fig. 4). It
is important to be clear about the fact that it is not the input alone that
brings about the transition from one belief state to another. In order to resolve
contractions or avoid unwanted implications, it is necessary to make choices
which beliefs to remove. For non-trivial revision operations, the agent will
therefore need a selection structure (for instance, a preference relation) to guide
these choices, and also a rule of application specifying how exactly to apply this
structure when accommodating the input.14

Coherentism may be hidden foundationalism. Often researchers aimed at rep-
14For instance, the revised belief set by A may be identified with the set of all sentences

that are true in all minimal possible worlds that satisfy A, or the set of sentences B for which
A→B is more entrenched than ¬A. But I do not want to say much about concrete rules of
application in this paper.
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belief

state 1

belief

state 2

revise

input

selection 

structure
rule of application

Figure 4: Changes on the belief state level

resentation results of the following sort. Given a revision operation on the belief
state level, are there data bases, a reflection operation and a revision operation
on the data base level such that the revision operation on belief states is in-
duced by the latter? We will give a few examples indicating that the answer is
positive in some interesting cases.

‘Processing information’, or equivalently, ‘processing inputs’ thus may thus
mean two different kinds of things. Either the agent adds the new piece of
information to the current data base, to some existing (totally pre-ordered,
ranked) set of propositions. Or the agent accommodates his or her belief state
to the input. On the data base level, change operates on the data base level,
with a simple and straightforward, unrestrained insertion or deletion of a propo-
sition from a set of propositions. If that set is ordered, addition of a piece of
information15 on top of the ordered list may be suitable, or the new information
may come together with some specified ‘rank’ indicating its new position in the
existing ranking. Free and simple insertions will usually cause a violation of
deductive closure and will sometimes cause a violation of consistency of the
information the agent has been provided with. This calls for a sophisticated
reflection operation that restores consistency and ultimately produces logical
closure. Fig. 5 illustrates the foundationalist idea of the “vertical perspective”.

3.1 Processing data bases: Example 1

Let the data base be a set Γ of propositions. The most straightforward method
of drawing inferences fromsuch a data base is to take the logical closure Cn (Γ)
of Γ, where the logic Cn used is some broadly classical or Tarskian logic.16

Using some such standard logic, however, will frequently create problems of in-
teraction with simple change operations if the latter are applied to data bases.
If a new proposition is simply added to Γ, this may easily generate an in-

15Or of a ‘phantom belief’, see Rott (2001, p. 129).
16A Tarskian logic is required to be reflexive, monotonic and to satisfy the deduction theo-

rem.
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belief

state 1

belief

state 2

data

base 1

data

base 2

derived change operation

on states

trivial change operation

on the base

+ A or A

sophisticated

Inf

processing

sophisticated

Inf

processing

Figure 5: Foundationalism in the vertical perspective

consistency that cannot be processed by the logic). If a previously accepted
proposition is simply eliminated from Γ, this may fail to efficiently remove Γ,
since applying logical closure to the remaining propositions may easily generate
the cancelled proposition back again. While it is not clear how any remotely
standard logic can solve the inconsistency problem, a paraconsistent logic might
help here (see Priest, Routley and Norman (1989)).

But one may insist on consistence and effective removal already on the data
base level. So many people have argued that it is better to think about change
operations on the data base that are not as simple-minded as set-theoretic
additions and subtractions from Γ (see Hanssson 1999). Instead of just adding
or subtracting a single item, additional items have to be removed from the data
base in order to avoid lapsing into inconsistency or to avoid that the sentence to
be discarded can be derived from the remaining data base. A choice mechanism
is necessary for determining which additional items to remove. Fig. 6 gives
an impression of how this foundationalist idea which emphasizes the revision
process works. It changes from the vertical to the horizontal perspective.

Fig. 7 gives an impression of how the coherentist idea works. By definition,
there is no base level in this model, thus no reflection part in the sense we
have defined. The idea necessarily emphasizes the revision process, it takes the
horizontal perspective.

3.2 Processing data bases: Example 2

Let the data base now be a totally pre-ordered set 〈Γ,≺〉 of propositions, written

Γ1 ≺ Γ2 ≺ . . . ≺ Γn
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belief
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belief

state 2

data

base 1

data

base 2

derived change operation

on states

sophisticated change 

operation on the base

simple closure 

under logical 

consequence

simple closure 

under logical 

consequence

.
 A or A*

Figure 6: Foundationalism in the horizontal perspective

belief

state 1

belief

state 2

sophisticated change 

operation on the state

.
 A or A*

Figure 7: Coherentism (in horizontal perspective)

where the Γi’s are non-empty subsets of Γ.17

A method of drawing inferences from such a data base is described as follows.
Construct the maximal consistent subsets X of Γ, maximizing subject to con-
sistency “from the top to the bottom.”That is, first take a maximally consistent
subset of Γn and keep it; then add in a maximally consistent way elements of
Γn−1 and keep this extended set; then add in a maximally consistent way ele-
ments of Γn−2 and keep the newly extended set; and so on, until you reach Γ1.
Call the set obtained by this procedure X. Of course, there are many such X’s,
since in general there are many maximally consistent subsets (on each level i).
Then there are two inference strategies. If you want to draw bold inferences,
take one such X and close it under your standard logic Cn . Alternatively, if
you want to apply cautious inferences, take all those X’s, close each of them
under your standard logic Cn and form the intersection of all the resulting sets.
This is what one can infer from the prioritized data base according to the two
strategies, i.e., the belief set supported by 〈Γ,≺〉.

There is no consistency problem generated by the interaction with simple change
operations. The ordering of the data base induces as it were some sort of
‘paraconsistent logic.’ But notice that Γ is not in general included in the belief

17I assume finiteness for simplicity. If the Γi’s were allowed to be non-empty, then we would
in fact have ordinal numbers in the description of a data base, i.e., we would have a ‘ranked’
data base that allows to express quantitative degrees of belief.
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set supported by Γ.18

There is a way of processing the database that corresponds fairly well to this
idea of inferences, but it does not give a total pre-ordering as a belief state (cf.
Rott 2000).

3.3 Processing data bases: Example 3

Data base: totally pre-ordered set 〈Γ,≺〉 of proposition

Γ1 ≺ Γ2 ≺ . . . ≺ Γn

where the Γi’s are non-empty subsets of Γ.

Drawing inferences from 〈Γ,≺〉: Take Γi ∪ . . . ∪ Γn for i minimal such that
Γi ∪ . . . ∪ Γn is consistent.

This is what one can infer from the prioritized data base according to this
method, i.e., the belief set supported by 〈Γ,≺〉. But notice again that Γ is not
in general included in this belief set.

Processing the data base: We need to construct a belief state out of the data
base 〈Γ,≺〉, and use both the system of spheres and the entrenchment repre-
sentation.

Generate a Grovean system of spheres of possible worlds, or more precisely, of
models of the language) by taking all the set of models of Γi ∪ . . . ∪ Γn−1 ∪ Γn

for i = 1, . . . , n.19 Or alternatively (and equivalently), generate a total pre-
ordering of propositions by defining A ≤ B iff for all i, whenever A follows
logically from Γi ∪ . . . ∪ Γn, so does B.

With these processing mechanisms, there are no consistency and closure prob-
lems, no problems of interaction with simple change operations.

4 Representability problems

We return to the idea that coherentism (on the belief state level) may turn
out to be (representable as) a form of foundationalism. The following is an
application of the method of processing data bases sketched in Section 3.3. The
material of this section is put into a much wider perspective in Rott (2006).

18The closure problem after simple eliminations of an element A of the data base can be
avoided, if this belief is eliminated by the addition of the “phantom belief” ¬A. As a phantom
belief, ¬A is counted for the consistency check “from the top to the bottom,” but it is not
used in the closure Cn (X). See Rott (2001, Chapter 5).

19Equivalently, generate a total pre-ordering of possible worlds by defining w ≤ w′ iff for all
i, whenever w′ satisfies Γi ∪ . . . ∪ Γn, so does w.
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Information structures in belief revision 15

4.1 Moderate revision

Let the agent’s belief state be represented by a Grovean systems of spheres.
Suppose that ¬A is accepted in this state, and that the input is A. Then the
idea of moderate revision (Nayak 1994, Rott 2003) is as indicated in Figure 8.
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Figure 8: Revision by input A

It can be shown that there is a syntactic operation on belief bases that corre-
sponds precisely to this semantic operation on systems of spheres. A suitable
base

γ1 ≺ γ2 ≺ . . . ≺ γn

for the system of spheres gets changed into

γ1 ≺ γ2 ≺ . . . ≺ γn ≺ A ≺ γ1 ∨A ≺ γ2 ∨A ≺ . . . ≺ γn ∨A

Thus the coherentist ‘moderate’ method of changing belief states turns out to
be a hidden form of foundationalism, that is, it is induced by a method of
changing a corresponding data base.

4.2 Revision by comparison

Let the agent’s belief state again be represented by a Grovean systems of spheres
and let≤ be the entrenchment relation generated from this systems as in Section
2.3. Suppose that B is accepted in this state, and that the input is A with the
proviso that A should be accepted as firmly as the reference proposition B.
Alternatively, the input may be thought of as coming in the form ‘B ≤ A.’
Then the idea of revision by comparison (also known as raising, Cantwell 1997
raising) is as indicated in Figure 9.20

20The representation of the idea in terms of changes of entrenchments is rather complicated,
see Fermé and Rott (2004).
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Figure 9: Revision by A, accepting it at least as strongly as B (input ‘B ≤ A’)

Again there is a syntactic operation on belief bases that corresponds precisely
to this semantic operation on systems of spheres. A suitable base

γ1 ≺ γ2 ≺ . . . ≺ γn

for the system of spheres gets changed into

γ1 ≺ γ2 ≺ . . . ≺ γi−1 ≺ γi ∧A ≺ γi+1 ≺ γi+2 ≺ . . . ≺ γn

where i is chosen such that B follows logically from γi ∧ . . . ∧ γn, but not from
γi+1 ∧ . . . ∧ γn.

5 Statics and dynamics of information

Information as structure is static, information as being interpreted is dynamic.
But information is always unitary. So can we conclude that the static picture
determines the dynamic one? Another look at the history of belief change
theories will help us answer this problem.

From now on, let Φ denote a belief state. The only condition we place on this
concept is that it is possible to retrieve the beliefs of an agent from Φ. Let us
write Bel(Φ) for belief set supported by Φ.21

Let Φ ∗ A denote the revised belief state, if Φ is the prior belief state and A is
the input (piece of new information).

21Usually, we shall think that Bel(Φ) is closed under some broadly classical logic.
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5.1 The 1980s: AGM’s classical models

The original models of Alchourrón, Gärdenfors and Makinson (1985) were some-
what ambiguous about the notion of an epistemic state. Officially, an agent’s
belief state was represented by a belief set Φ = Bel(Φ), that is, the agent’s set
of beliefs as represented by sentences of some regimented language. Belief sets
were assumed to be closed under the (broadly classical) logic governing this
language. As mentioned in Section 3, however, the agent has to make use of a
selection structure or preference structure in order to revise his belief set in a
reasonable way. Given such a structure associated with a belief set Φ, AGM’s
method (algorithm, recipe, . . . ) indeed uniquely determines the new beliefs.
The resulting belief change function ∗ specifies, for a given belief set Φ, the
posterior belief state Φ ∗ A for any potential input sentence A. It satisfies the
following (by now classic) set of AGM postulates:22

(AGM1) Φ ∗A is logically closed.

(AGM2) Φ ∗A implies A

(AGM3) Φ ∗A is a subset of Cn (Φ ∪ {A})
(AGM4) If A is consistent with Φ, then Φ is a subset of Φ ∗A

(AGM5) If A is consistent, then Φ ∗A is consistent

(AGM6) If Φ1 = Φ2 and A is equivalent with B, then Φ1 ∗A = Φ2 ∗B

(AGM7) Φ ∗ (A ∧B) is a subset of Cn ((Φ ∗A) ∪ {B})
(AGM8) If B is consistent with Φ ∗A, then Φ ∗A is a subset of Φ ∗ (A ∧B)

One problem with the original AGM approach is that it did not provide for
revisions of such selection structures in response to new information. For this
reason, iterated revisions of belief states were largely impossible, and belief
revision theory was not fully dynamic.23

Another problem is that AGM left it open where the selection structures are
supposed to come from. They were just assumed to be somewhere in the back-
ground, waiting to be explored in belief change processes. In my view, it is
hard to imagine an objective measure with which to gauge changes of beliefs.
It is much more plausible to assume that the structure guiding the change of
an agent’s beliefs is part his or her own mental state, and indeed I suggest that
it is part of the agent’s belief state. As such, it will itself be subject to changes
in response to new information. This more dynamic way of thinking about the
evolution of belief states came to dominate belief revision theory during the
1990s.

22Given here in a slightly adapted form.
23A slight adaptation of the AGM definitions, however, allows the same selection structure

to be used in the context of arbitrary belief sets. For various ways of implementing this idea,
see Alchourrón and Makinson (1985), Areces and Becher (2001) and Rott (2003).
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5.2 The 1990s: Iterations

There are two main ways of extending the AGM framework so as to make belief
states rich enough to support iterated changes in response to sequences of new
information. In both models, change functions do not operate on the agent’s
beliefs, but directly on his or her belief states. Arbitrary iterations of belief
changes are possible, so a fully developed dynamics becomes feasible.

First, many researchers have suggested to identify belief states with selection or
preference structures, of the kind that have proven suitable for one-shot AGM
belief change. While such a structures is sufficient to uniquely determine the
set of current beliefs as well as the AGM revisions of this belief set, it is not
sufficient to determine its own revision. A method or rule how to change the
selection structure (to apply it to itself as it were) if a new piece of information
is comes in has to be specified. Three of the most simple and plausible ideas
are surveyed under the names ‘radical’, ‘conservative’ and ‘moderate’ revision
in Rott (2003). For instance, the moderate method introduced in Section 4.1
can be fully characterized by adding a single axiom to the AGM postulates that
takes care of iterations:24

(Mod9) Φ ∗A ∗B =
{

Φ ∗ (A ∧B) if B is consistent with A
Φ ∗B otherwise.

It looks as if the statics fully encodes the dynamics of belief. Each belief state
contains all information for all its future revisions. But this is not quite true:
In order to perform a change of belief, one needs to specify a certain method,
a ‘rule of application’, like, e.g., the rule for moderate revision.

Let us now turn to the second way of extending the AGM models. In the
important paper of Darwiche and Pearl (1994, 1997), a belief state is introduced
as a primitive notion. A belief state is not identical with a (logically closed)
belief set, but the latter is assumed to be retrievable from the belief state with
the help of the Bel function. The notation of the postulates then needs to be
adapted accordingly. Here is the set that these authors proposed:25

(DP1) Bel (Φ ∗A) is logically closed.

(DP2) Bel (Φ ∗A) implies A

(DP3) Bel (Φ ∗A) is a subset of Cn (Bel (Φ) ∪ {A})
(DP4) If A is consistent with Bel (Φ), then Bel (Φ) is a subset of Bel (Φ ∗A)

(DP5) If A is consistent, then Bel (Φ ∗A) is consistent

(DP6) If Φ1 = Φ2 and A is equivalent with B, then Bel (Φ1∗A) = Bel (Φ2∗B)

(DP7) Bel (Φ ∗ (A ∧B)) is a subset of Cn (Bel (Φ ∗A) ∪ {B})
24Also compare Nayak (1994) and Nayak, Pagnucco and Peppas (2003).
25Also in a slightly adapted form, in order to facilitate the comparison with AGM.
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(DP8) If B is consistent with Bel (Φ ∗ A), then Bel (Φ ∗ A) is a subset of
Bel (Φ ∗ (A ∧B))

The only difference with standard AGM belief revision postulates resides in
Darwiche-Pearl’s sixth condition:26

(AGM6′) If Bel (Φ1) = Bel (Φ2) and A is equivalent with B, then Bel (Φ1∗A) =
Bel (Φ2 ∗B)

Darwiche and Pearl (1997) add four postulates for the iterated revision of belief
states.

(DP9) If B implies A, then Bel ((Φ ∗A) ∗B) = Bel (Φ ∗B)

(DP10) If A is inconsistent with B, then Bel ((Φ ∗A) ∗B) = Bel (Φ ∗B)

(DP11) If A is implied by Bel (Φ ∗B), then it is implied by Bel ((Φ ∗A) ∗B)

(DP12) If A is consistent with Bel (Φ ∗B), then it is consistent with Bel ((Φ ∗A) ∗B)

These postulates have a convincing semantic motivation. But like the AGM
postulates, they do not specify a unique method for changes of belief states.
Only given a preference structure and given a specific rule of application (like,
e.g., that of moderate revision), is the posterior belief state determinately fixed.

We said above that it is plausible to regard preference structures as parts of the
agent’s belief state. But where do rules of application come from? Preferences
are non-propositional, but still they seem to represent something. Rules of ap-
plication, on the other hand, are not ‘declarative’ in any sense. They constitute
‘procedural’ information about how to apply preference structures in the pro-
cess of rebuilding one’s belief state. Could rules of application perhaps belong
to the agent’s belief state, too? These questions have not been addressed in
the belief revision literature yet, but they do present interesting and important
challenges from a philosophical point of view.

5.3 The 2000s: Merging and fusion

From the end of the past century on, research on belief change has become
more and more focused on the fusion (also known as the merging, combination,
integration, arbitration, . . . ) of belief states.27

26It is the fourth condition in Darwiche and Pearl’s numbering, see Darwiche-Pearl (1997),
p. 7.

27Among the many relevant papers are Baral, Kraus, Minker and Subrahmanian (1992),
Revesz (1993), Nayak (1994), Konieczny and Pino-Perez (1998), Liberatore and Scherf (1998),
Benferhat, Dubois, Prade and Williams (1999), Meyer (2000), Andreka, Ryan and Schobbens
(2002) and Liau (2005).
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In traditional theories of belief change, the input was usually treated as a single
piece of information. In belief fusion, the ‘input’ is one or more data bases or
belief states of other agents. Earlier there had been a clear asymmetry between
input and data base. The former was called ‘new information’, the latter is
some form of representation of the result of the previous information that an
agent had received and processed.28 In belief fusion, no such asymmetry is
assumed, although it may of course be stipulated as a special constraint on
a fusion problem. Belief revision in the older style may thus be viewed as a
special case of belief fusion. With the turn to belief fusion, the area of belief
revision has left the restrictions of a single agent environment and moved into
a multi-agent setting. Now multiple belief states can be dealt with.

This field is extremely active today, and it would be presumptuous here to try to
survey the diversity of paths followed in belief fusion. I rather try to convey the
flavour of any such undertaking by presenting the axiomatic characterization
of Konieczny and Pino-Perez’s (1998) account. By a belief base, these authors
mean just a single proposition A representing (the conjunction of) a person’s
beliefs. By a belief set, they denote a multiset E = [A1, . . . , An] of propositions,
where Ai is the belief set of the ith person. ∆(E) denotes the belief base that
results from merging the elements of E. Here are the postulates for merging or
fusion suggested by Konieczny and Pino-Perez:

(KP1) ∆(E) is a consistent proposition

(KP2) If the belief sets A1, . . . , An in E are jointly consistent, then ∆(E) =
A1 ∧ . . . ∧An

(KP3) If E1 is elementwise equivalent with E2, then ∆(E1) = ∆(E2)

(KP4) If A1 is inconsistent with A2, then ∆([A1] t [A2]) 6` A1

(KP5) ∆(E1) ∧∆(E2) implies ∆(E1 t E2)

(KP6) If ∆(E1) is consistent with ∆(E2), then ∆(E1 t E2) implies ∆(E1) ∧
∆(E2)

For motivation and semantics, we have to refer the reader to the original paper.

Given the idea that belief states are to be identified with preference structures
suitable for resolving the potential conflicts between different units of informa-
tion, it is not surprising that a large part of the problems involved in belief
fusion present themselves as problems of amalgamating or aggregating prefer-
ence relations. This is a general problem that can be considered in abstraction
from the problems specifically pertaining to information processing.

Natural links are established with social choice theory, game theory, negotiation
theory, etc.

28Perhaps together with whatever constitutes the agent’s a priori beliefs.
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6 Conclusion

We have seen different kinds of information structures at work in belief re-
vision. There is propositional information (beliefs and inputs), there is non-
propositional information that still, in some sense, seems to represent something
(the preference orderings that we have identified with belief states), and there
is non-propositional, non-representing, purely procedural information (rules of
application specifying how to use the preference orderings in the process of
belief revision).

We have further seen different models of belief change. In the classical models,
beliefs were determined by preferences and rules of application for the use of
these preferences. In the 1990s, preferences themselves were determined by
prior preferences and rules of application for the change of these preferences.
The question concerning the choice or change of rules of application, however,
has remained unanswered. Ultimately, this brings us to the question whether
believers are free to ‘use’ information as we like. Do we, in this sense, possess
‘informational freedom’? Or is, in the picture afforded by the literature on
belief revision, everything about our beliefs determined?

The philosopher Galen Strawson (1986, 1994) has put forward a well-known
argument to the effect that there can be no free, responsible action which goes
as follows. Any free action of a person P (that is, any action for which she is
responsible, any action performed for a reason) is a consequence, among other
things, of ‘the way P is, mentally speaking’ or, as Strawson also puts it, her
‘mental nature’ or ‘character.’ Thus person P is responsible for her action only
if she is responsible for her character. She can intentionally choose her character
only if she is equipped with ‘principles of choice, P1 - with preferences, values,
pro-attitudes, ideals – in the light of which [she] chooses how to be’ (1994, p. 7).
Person P is responsible for her character only if she is responsible for her prin-
ciples of choice P1. She is responsible for the latter only if she has intentionally
chosen them, which in turn is possible only if she is equipped with second-order
principles of choice P2 for the choice of her first-order principles of choice P1.
And so on, ad infinitum. Strawson concludes: ‘True self-determination is im-
possible because it requires the actual completion of an infinite series of choices
of principles of choice.’ (1994, p. 7) Therefore, there can be neither true freedom
nor true responsibility.

What is interesting about this argument from our point of view is that Straw-
son’s a priori argument appears to describe quite exactly what has in fact
happened in the development of belief revision theory. The agent’s changes
of beliefs are determinate, provided that higher-order information structures
(preferences and rules of application) of the belief state are given. What helps
to solve the belief change problem at one level, however, is itself subject to re-
vision. The changes of the preference-orderings (often used as models of belief
states) are themselves determinate, provided that some method of preference
change is assumed as given. But so far no choice mechanisms for the choice of
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22 Hans Rott

rules of application have been proposed. And provided that we had such choice
mechanisms, how would they be rationally selected? Should we assume that
there is freedom of choice here, or is this just a matter of having such-and-such
a mental nature or character? These are not questions that haunt computer
scientists and information technicians in their daily work, but they are hard to
dismiss from a philosophical point of view.
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