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Abstract

The problem of fairly allocating a set of indivisible items is a well-known challenge
in the field of (computational) social choice. In this scenario, there is a fundamental
incompatibility between notions of fairness (such as envy-freeness and proportional-
ity) and economic efficiency (such as Pareto-optimality). However, in the real world,
items are not always allocated once and for all, but often repeatedly. For example,
the items may be recurring chores to distribute in a household. Motivated by this,
we initiate the study of the repeated fair division of indivisible goods and chores
and propose a formal model for this scenario. In this paper, we show that, if the
number of repetitions is a multiple of the number of agents, we can always find (%)
a sequence of allocations that is envy-free and complete (in polynomial time), and
(it) a sequence of allocations that is proportional and Pareto-optimal (in exponential
time). On the other hand, we show that irrespective of the number of repetitions,
an envy-free and Pareto-optimal sequence of allocations may not exist. For the case
of two agents, we show that if the number of repetitions is even, it is always possible
to find a sequence of allocations that is overall envy-free and Pareto-optimal. We
then prove even stronger fairness guarantees, showing that every allocation in such
a sequence satisfies some relaxation of envy-freeness.

1 Introduction

In a variety of real-life scenarios, a group of agents has to divide among themselves a
set of items, that can be desirable (goods) or undesirable (chores), over which they have
(heterogeneous) preferences. In the case of goods, we can think, for instance, of employees
having to share access to some common infrastructure, such as meeting rooms or computing
facilities. In the case of chores, we can think of roommates having to split household
duties or teams having to split admin tasks. In some cases, we may have a set of mixed
items, where the agents may consider some items good and others bad: for instance, when
assigning teaching responsibilities, some courses may be desirable to teach for some while
being undesirable (negative) for others.

The examples above are all instances of problems of fair allocation of indivisible items
(see the handbook of Brandt et al. [7] for a survey). One of the challenges of fair division
problems is that in many cases, given the preferences of the agents, it may be impossible to
find an allocation of the items which is both fair (e.g., no agent envies the bundle received
by another agent) and efficient (e.g., no other allocation would make some agents better
off, without making anyone worse off). However, a crucial feature which has so far received
little attention, is that many fair allocation problems have a repeated nature, in the sense
that the same items will need to be assigned multiple times to the agents. For instance,
university courses are usually offered every year, meeting rooms may be needed daily or
weekly by the same teams of employees, and household chores need to be done on a regular
basis.

In this paper, we thus focus precisely on those settings where a set of items has to
be repeatedly allocated to a set of agents. This opens the field to new and exciting re-
search directions, revolving around the following central question: “Can some fairness and
efficiency notions, which may be impossible to achieve in the standard setting of fair divi-
sion, be guaranteed when taking a global perspective on the overall sequence of repeated
allocations?”



condition result
#agents (n)  #rounds (k) | fairness guarantee reference
n>2 k € nN EF overall Prop. 4
n>2 k ¢ nN PROP overall Prop. 5
n>2 keN FER4HPO-overall Thm. 6
n =2 k enN PROP+PO overall Thm. 7
n=2 even EF+PO overall Thm. 10
n=2 k>2 EF+PO-overall-and per-round EEL Prop. 12
n=2 k=2 EF+PO overall and per-round EF1 Cor. 14
n=2 even EF+PO overall and per-round weak EF1  Cor. 16
n=2 even EF overall and per-round EF1 Thm. 17

Table 1: Overview of our results regarding envy-freeness (EF), envy-freeness up to one
item (EF1), weak EF1, proportionality (PROP), and Pareto-optimality (PO). Crossed-out
results cannot be guaranteed under the stated conditions. We write k£ € nN to denote that
the number of rounds is a multiple of the number of voters n.

Contribution and outline. Our main contribution is the definition of a new model for
the repeated fair allocation of goods and chores, which we present in Section 2. In particular,
we specify how sequences of allocations will be evaluated with respect to classical axioms of
fairness and efficiency: we distinguish between sequences satisfying some axioms per-round
(i.e., for every allocation composing them), or overall (i.e., when considering the collection
of all the bundles every agent has received in the sequence), and prove some preliminary
results relating these two variants.

In Section 3 we study our model for n agents and we show that: if the number of
rounds is a multiple of n, we can always find both a sequence of allocations that is envy-free
overall in polynomial time (Proposition 4), and a sequence of allocations that is proportional
and Pareto-optimal in exponential time (Theorem 7). This is essentially optimal for the
allocation of chores: for any number n > 2 of agents and any number & of rounds, there is
an instance where an envy-free and Pareto-optimal sequence of allocations does not exist
(Theorem 6).

In Section 4, we restrict our model to the case of two agents, and prove our main positive
result: if the number of rounds is even, we can always find a sequence of allocations which
is envy-free and Pareto-optimal overall, as well as per-round weak envy-free up to one
item (Corollary 16). Moreover, for two rounds, we can strengthen the per-round fairness
guarantee to envy-freeness up to one item (EF1) (Corollary 14). At the cost of sacrificing the
efficiency requirement, we also show that we can always find a sequence of allocations which
is envy-free and per-round EF1 in polynomial time (Theorem 17). These results turn out to
be the best one can hope for. In Proposition 12, we show that there is an instance with two
agents and k > 2 rounds where no sequence of allocations is envy-free and Pareto-optimal
overall, as well as per-round EF1.

Finally, we conclude and give interesting directions for future work in Section 5. An
overview of our results can be found in Table 1.

Related work. Aziz et al. [3] analyse fairness concepts for the allocation of indivisible
goods and chores. Based on some of these results, Igarashi and Yokoyama [14] have also
developed an app to help couples divide household chores fairly. Another relevant application
is that of the fair allocation of papers to reviewers in peer-reviewed conferences [20, 22|, as
well as the allocation of students to courses under capacity constraints [21]. These works



however all focus on “one-shot” problems, and not on repeated allocations.

Various settings fall under the umbrella of dynamic or online fair decision-making [1, 16].
Both Kash et al. [15] and Freeman et al. [12] study fair division problems where resources
from a common pool are dynamically redistributed to a set of agents: the former assumes
that the agents may join the process over time, while the latter assumes that their demands
may vary over time. Benade et al. [5] and Zeng and Psomas [23] study a setting where
items may arrive over time, and they aim at decreasing envy among agents as time goes by.
Finally, Guo et al. [13] and Cavallo [9] focus on a repeated setting, where a single item must
be allocated at every round. In our case agents have static and heterogeneous preferences,
instead of demands, over multiple items, and the sets of agents and items is fixed. Balan
et al. [4] also study the repeated allocation of items (i.e., courses assigned to professors), but
they focus on the average of utilities received by the agents for a sequence of allocations.

In the context of elections, a closely related framework is that of perpetual voting, intro-
duced by Lackner [17], where the agents participate in repeated elections to select a winning
candidate and classical fairness axioms (as well as new ones) are introduced to evaluate ag-
gregation rules with respect to sequences of elections. A similar approach has also been taken
to analyse repeated instances of participatory budgeting problems [18]. Freeman et al. [11]
consider a setting where at each round one alternative is selected, and agents’ preferences
may vary over time. A related model of simultaneous decisions, closer to fair division, has
been studied by Conitzer et al. [10].

Finally, we can see our work as belonging to a recent trend of research in computational
social choice where a set of profiles needs to each be assigned an outcome—see the recent
overview paper by Boehmer and Niedermeier [6].

2 The Model

In this section, we present the model used throughout the paper. Furthermore, we recall
some familiar concepts from the theory of fair division, and adapt them to our scenario.

We denote by N a finite set of n agents, who have to be assigned a set of m items in
the finite set I. An allocation m C N x I consists of agent-item pairs (i, 0), indicating that
agent i is assigned item o. We denote by m; = {0 € I: (i,0) € 7} the set of items that
an agent ¢ receives in allocation 7. We will assume in our paper that the allocation must
be ezhaustive, that is, all items must be assigned to some agent (and no two agents may
receive the same item). Thus, (J;cy 7 = I and, for all distinct i,j € N, m; N7y = 0. Asis
customary, we write [k] to denote {1,...,k}. Finally, given a positive integer ¢, we denote
by ¢N the set of positive integers that are multiples of £.

Utilities. Each agent i € N is associated with a (dis)utility function w; : I — R, which
indicates how much they like or dislike each item. Namely, we consider a setting where each
agent may view each item as a good, a chore, or a null item. In particular, we say that
an item o € I is an objective good (resp. chore or null) if, for all ¢ € N, u;(0) > 0 (resp.
u;(0) < 0 or u;(0) = 0). Otherwise, we say that o is a subjective item.

We focus on additive utility functions and with a slight abuse of notation we write
ui(S) = > ,cgui(o) for the utility that agent i gets from set S C I. Thus, the utility of
agent ¢ for an allocation 7 is given by w;(m;). We denote by u = (uq, ..., u,) the profile of
utilities for the agents.

Fairness. We introduce several fairness concepts, as defined by Aziz et al. [3] and by
Amanatidis et al. [2].



A classical notion of fairness is that of envy-freeness: an allocation is envy-free if no agent
finds that the bundle given to someone else is better than the one they received themselves.
Formally, we have:

Definition 1 (EF). For agents N, items I, and profile u, an allocation 7 is envy-free (EF)
if for any i,5 € N, u;(m;) 2 us(mj).

It is easy to see that this notion is too strong and cannot always be achieved (consider
the case of one objective good and two agents). Thus, it has then been relaxed to envy-
freeness up to one item, which has been further generalized to take into account both goods
and chores.

Definition 2 (EF1). For agents N, items I, and profile uw, an allocation 7 is envy-free up
to one item (EF1) if for any i,j € N, either 7 is envy-free, or there is 0o € m; Un; such that

ui(m; \ {0}) = ui(m; \ {o}).

We also consider the following (weaker) version of EF1, where the envy of i towards j
can be eliminated by either giving a good of j to i, or imposing a chore of 7 on j.

Definition 3 (Weak EF1). An allocation w is weak EF1 if for all i,5 € N, either u;(m;) >
w;(m;) or there is an item o € m; U, such that u;(m; U{o}) = w;(m; \ {o}) or u;(m; \ {o}) >
u;(m; U {o}).

Yet another concept is that of proportionality of an allocation, meaning that each agent
receives their due share of (dis)utility.

Definition 4 (PROP). For agents N, items I, and profile w, an allocation © satisfies
proportionality if for each agent i € N we have u;(mw;) = wi(D)/n.

It is easy to see that envy-freeness implies proportionality when assuming additive util-
ities (see, e.g., Aziz et al. [3, Proposition 1]).

Efficiency. Alongside fairness, it is often desirable to distribute the items as efficiently as
possible. One way to capture efficiency is the notion of Pareto-optimality, meaning that no
improvement to the current allocation can be made without hurting some agent.

Definition 5 (PO). For agents N, items I, and profile u, an allocation 7 is Pareto-optimal
(PO) if there is no other allocation p such that for all i € N, u;(p;) = wi(m;) and for some
j € N it holds that uj(p;) > w;(m;). If such a p exists, we say that it Pareto-dominates .

Repeated setting. In our paper, we will be interested in repeated allocations of the
items to the agents, i.e., sequences of allocations. We denote by 7#(*) = (nt, 72, .. .,77”“)
the repeated allocation of the m items in I to the n agents in N over k time periods (or
rounds). More formally, we will consider k copies of the set I, such that I' = {o1,... 0l },
ooy IF = {o¥, ... of }. Then, each allocation 7t corresponds to an allocation of the items in
I* to the agents in N. For all agents i € N, all items o € I and all £ € [k], we let the utility
be unchanged: i.e., u;(0) = u;(0’). When clear from context, we will drop the superscript ¢
from the items.

As a first approach, we will assess fairness over time by considering the global set of
items that each agent has received across the k rounds. We denote by 7“* the allocation
of k- m (copies of the) items to the n agents, where 7% = 7! U ... U 7¥ for each i € N.
Namely, we consider the allocation 7Y% where each agent gets the bundle of (the copies
of) items that they have received across all the k time periods in 7). We say that a
sequence of allocations #(*) for some k satisfies an axiom overall, if 7°% satisfies it. When



clear from context, we will leave the term “overall” implicit. Similarly, we say that 7(¥)
Pareto-dominates 5*) overall if %% Pareto-dominates p“*, and that #(*) is Pareto-optimal
overall if no p*) dominates it.

Since envy-freeness implies proportionality, we immediately get:

Proposition 1. For additive utilities, if 7% is envy-free overall, then it is proportional
overall.

As a second approach, we will assess fairness over time by checking whether each repeti-
tion satisfies some desirable criteria. For an axiom A, we say that a sequence of allocations
7(F) (for some k) satisfies per-round A, if for every j € [k], the allocation 77 satisfies the

axiom. For example, an allocation 7(%) = (nt,...,7%) is per-round EF1 if every allocation

7 for j € [k] is EF1.
Proposition 2. If #®) is Pareto-optimal overall, then it is per-round Pareto-optimal.

The converse direction does not hold, namely, per-round Pareto-optimality may not
imply overall Pareto-optimality, as the following example shows.

Example 1. Consider the following utility profile over two agents and two items:

| o1 02
14 5
21 3 9

Now consider a four-round allocation where agent 1 gets both items in the first and
second rounds, and agent 2 gets both items in the remaining two rounds. It is easy to verify
that such an allocation sequence is per-round PO. However, it is not PO overall. Indeed,
this gives utilities 18 for agent 1 and 24 for agent 2. Instead, an allocation sequence where
agent 1 always gets 01 and gets oo once (thus, agent 2 takes os thrice and no item in one
round) yields utilities 21 to agent 1 and 27 to agent 2. Observe that we could obtain a
similar example where all items are chores by just multiplying all utilities by —1. A

On the other hand, for envy-freeness and proportionality, we get the following.

Proposition 3. For additive utilities, if %) is per-round envy-free (resp. proportional),
then it is envy-free (resp. proportional) overall.

It is easy to see that the converse does not necessarily hold. Indeed, consider a two-
agent, two-round scenario with one objective good, where we assign the good to one agent
in the first round, and to the other agent in the second round. This is envy-free (resp.
proportional) overall, but not per-round.

3 The case of n agents

In this section, we study the possibility of finding fair and efficient sequences of allocations
for the general case of any number of agents.

We start by looking at envy-freeness. First of all, observe that, whenever k is a multiple
of n, then we can always guarantee an EF allocation.

Proposition 4. Ifk € nN, there exists a sequence %) which satisfies envy-freeness overall.



Proof. Consider an arbitrary initial allocation 7! of the items in I to the agents in N. Now,
consider the allocations 72, ..., 7" such that for all i € N and j € {1,...,k — 1}, we have
J*1 =7/ and 7]t = 77, Observe that across the k iterations, each agent 7 has received
each of the bundles composing 7! exactly ¥/n times, thus 7’* consists of #/n (copies of) all

is envy-free, as the bundles for each of the agents
are equivalent, and therefore the sequence 7%) is envy-free overall. O

™

the items in I for any agent i. Thus, 7*

Note that this is not always possible if k£ is not a multiple of n, irrespectively of m.

Proposition 5. For everyn > 2, every k € N\ nN and every m € N, an allocation that is
proportional overall is not guaranteed to exist, even if the items are all goods or all chores.

Proof. Consider the following profile of utilities, where every agent has utility 1 for all items,
except for a special item o*, for which all agents have utility k(m — 1) + 1. Consider any
allocation sequence 7(¥). Since k is not divisible by n, it is impossible to give o* an equal
amount of times to all agents (i.e., ¥/n times). Thus, there must be some agent 4 receiving
0" less times than %/n. Let s; < ¥/n be the number of times she receives o*. Then,

Uk)

u;(;

si(k(m—=1)4+ 1)+ k(m —1)
(Bfn—1)(k(m—-1)4+1)+k(m—1)
=k/n(k(m—1)+1) -1

kfn(k(m —1) +1) + */n(m — 1)

= k/n - u,;(I).

<
<

A

Hence, i receives less than her proportional fair share. Observe that, by multypling all
utilities by —1, we get an analogous counter-example where all items are chores. O

If we additionally require Pareto-optimality, for n > 2, we derive the following.

Theorem 6. Ifn > 2, for every k € N, an allocation that is envy-free and Pareto-optimal
overall is not guaranteed to exist, even if the items are all chores.

Proof (Sketch). First, observe that, by Propositions 1 and 5, if k is not a multiple of n, we
are done. Now let k£ be a multiple of n. Consider the following profile, where s and b stand
for a small chore and a big chore, respectively:

‘ s b
1 -1 -k
2 -1 —k

We claim that in every sequence of allocations that is EF overall, all agents must receive
s and b the same amount of times (namely ¥/n times). The proof of this claim can be found
in Appendix A. Next, observe that any such allocation always has a Pareto improvement.
Indeed, suppose that agent 1 gives one of her allocations of b to agent n and agent n gives
back to 1 all of her allocations of s. Then, agent 1 will be happier (she increased her utility
by k—%/n), and all other agents will be equally happy (for i € {2,...,n—1} nothing changes,
while n gains /n but also loses ¥/n utility). However, agent 2, e.g., now envies 1. O



We do not have an analogous statement where all items are goods. However, in
Appendix A we have a concrete example where no envy-free and PO allocation exists with
n = k = 3 (Example 3). Furthermore, we note that it is not clear whether the following
(weaker) statement holds: Given a wutility profile, is there a sequence of allocations ©*) (of
arbitrary length k) that is EF and PO overall? If so, how can we compute %) 2 We leave
this as an interesting open question.

In light of Theorem 6, envy-freeness seems too strong of a requirement even in the
repeated setting. However, we can at least always find a proportional and PO sequence of
allocations.

Theorem 7. For every n > 2 and k € nN, an allocation sequence that is proportional and
Pareto-optimal overall always exists, and can be computed in time O(n™* - m).

Proof. Consider any proportional sequence of allocations 7(¥) (which must exist, by Propo-
sitions 1 and 4). Clearly, any Pareto-improvement over 7% must also be proportional. We
get the following algorithm:

1. Initialize a variable r as 7(¥) as defined previously.

2. Tterate over all possible k-round allocations p*), and do:
o if 5(*) Pareto-dominates r, set 7 to p(¥).

3. Return 7.

This algorithm runs in O(n™* - m). Indeed, every iteration at Step 2 of the algorithm
requires time O(m), as we just need to sum up the utilities for the items received by each
agent to compare the total utilities of r and p*). Furthermore, there are n™* possible
allocations, as for any round j € [k] and every object o € I, we could assign object o in
round j to n different agents. It remains to be shown that the algorithm is correct.

Let us call 7®) the allocation in r returned by the algorithm. As argued above, 7(*) must
be proportional overall, since it is either equal to #(¥) or a Pareto-improvement of it. Thus,
suppose towards a contradiction that 7*) is not PO. Then, there must be some Pareto-
optimal p*) dominating 7(*) that is encountered before 7(*) in the iteration—since, if it is
encountered after, the variable r would be updated to 5*). But since Pareto-dominance
is transitive, we know that p(*) Pareto-dominates all the allocations corresponding to the
values that the variable r took before being updated to 7*), and hence 7 is updated to p(¥)
during iteration. However, this means that r cannot be updated to 7*), as 5*) dominates
it: a contradiction. This concludes the proof. O

Note that the existence guarantee in Theorem 7 is tight because of Proposition 5.

We now propose two ways to deal with the exponential-time runtime of Theorem 7. First,
observe that we can define an integer linear program (ILP) to compute such a proportional
and PO allocation (Figure 1). Furthermore, in practical applications, two relevant parame-
ters are the number of agents n and the maximum value of an item 4, = Max;e N, oer Ui (0).
Invoking a result of Bredereck et al. [8] for one-shot fair division, we can get fixed-parameter
tractability with respect to n + tmq, when each utility u;(0) is an integer. Here, a problem
is said to be fixed-parameter tractable (FPT) with respect to a parameter 7 if each instance
H of this problem can be solved in time f(7)poly(|H|) for some function f.

Theorem 8. For every n > 2 and k € nN, finding a proportional and Pareto-optimal
allocation sequence can be done in FPT time with respect to n + m, and when each utility
u;(0) is an integer in FPT time with respect to n + Umaz-



maximise Z Z u;(0) - !

iEN o€l
subject to: z! € {0,...,k} foroel,ie N
in:k foroel
iEN
Zui(o)~xi>k/n-ui(l) forie N
ocl

Figure 1: An ILP for finding a proportional and PO allocation sequence for n agents. In
this ILP, we maximise the social welfare and thus guarantee PO. Variable z¢ indicates how
often agent ¢ receives item o. If k ¢ nN, this ILP may be unsatisfiable due to Prop. 5.

Proof. Recall that such a proportional and PO allocation sequence is guaranteed to exist
(Theorem 7). Fixed-parameter tractability in n + m follows from the ILP in Figure 1,
together with the fact that solving an ILP is FPT in the number of variables (nm) [19].
Next, Bredereck et al. [8] showed that the problem of computing a PO mazmin allocation m
that maximizes the minimum utility min;e y u;(7;) can be done in FPT time with respect to
N+ Upmaz When each utility u; (o) is an integer. Thus, one can compute an allocation 7% that
maximizes the minimum utility min;e n ui(wiUk) in FPT time with respect to n + Upmae. O

Observe that Theorem 6 leaves open whether, for n = 2, an envy-free and PO allocation
is always guaranteed to exist. We will tackle this question in the next section.

4 The case of two agents

In this section, we consider a special but important case of the repeated fair division among
two agents. A prime example is a house chore division among couples, where the two
members repeatedly decide the division of house labor [14].

One first intuitive idea to achieve this would be the following. For two agents and additive
utilities, Aziz et al. [3] introduced an efficient algorithm (Generalized Adjusted Winner, or
GAW) which finds a PO and EF1 allocation for the one-shot fair allocation problem of
goods and chores. Essentially, the procedure first assigns all the goods to one of the agents
(the winner) and all the chores to the other (the loser). Then, it moves all items one by
one from one agent to the other until EF1 is achieved.

Thus, one could consider using the GAW algorithm twice, by choosing one of the agents
as the winner of the first round, and then swapping their roles for the second round: this
would yield us efficiently a sequence 7(?) where each allocation is PO and EF1 (as we used
the GAW algorithm each time), and hopefully the overall allocation 7% is PO and EF.
However, this approach may fail; see Example 2 in Appendix A.

Despite this, we will show that, whenever the number of rounds is even, we can still
always find an allocation that is PO and EF overall. However, we lose the guarantee of an
efficient computation. First, we need the following fact:

Proposition 9. If n = 2, for additive utilities, proportionality implies envy-freeness.
Now, we can show the following.

Theorem 10. Ifn = 2 and k € 2N, an allocation sequence that is envy-free and Pareto-
optimal overall always exists, and can be computed in time O(m - (k+1)™).



Proof. Since proportionality implies envy-freeness when n = 2 (Proposition 9), here the
algorithm in the proof of Theorem 7 returns an envy-free and Pareto-optimal allocation.
Furthermore, if n = 2, there are (k + 1)™ possible allocations (up to symmetry-breaking),
as each agent receives each of the m items either 0, 1, ..., or k£ times. Thus, we obtain a
runtime of O(m - (k 4+ 1)™). O

We can thus use the ILP in Figure 1 to compute a PO and envy-free allocation sequence.
Furthermore, as a straightforward consequence of Theorem 8 and Proposition 9, we get the
following.

Proposition 11. If n = 2 and k € 2N, an allocation which is Pareto-optimal and envy-free
can be computed in FPT time with respect to m, and when each utility u;(0) is an integer
in FPT time with respect t0 Umay -

Thus, in this scenario we can guarantee an envy-free and PO overall allocation. What
about the individual rounds? First, observe that an envy-free and PO allocation that is
per-round EF1 may not exist, even if all items are goods or chores.

Proposition 12. If n =2 and k > 2, an allocation that is per-round EF1, Pareto-optimal
overall, and envy-free is not guaranteed to exist, even when all items are goods or chores.

Proof. First, observe that the number of rounds k£ needs to be even, otherwise we know that
EF cannot always be achieved (Proposition 5). Next, consider the following utility profile
over two items I = {01, 02}, where ui(01) = u2(01) =1, u1(02) = 3 and uz(02) = 2.

For k > 2, there is no EF and PO allocation sequence which is also per-round EF1.
Indeed, in order to be per-round EF1, both agents should receive at least one item in each
round: otherwise, the agent receiving no items would envy the other agent for more than
one item. Hence, in each round, each agent will receive either o; or oo (but not both). It
is easy to see that, in any sequence of allocations where one of the agents receives 0o; more
than %/2 times, they will envy the other agent. Hence, we can discard them and only focus
on the case where agent 1 (resp. agent 2) receives both items */2 times.

Call this sequence 7®). We show that 7(®) is not PO. In fact, it is dominated by the
sequence where agent 1 gets only 01 exactly ¥/2 — 2 times, only o5 exactly ¥/2+ 1 times, and
no items once. Indeed, the former sequence 7(*) gives satisfaction 2k and 3/2k to agent 1
and agent 2 (respectively), while the latter gives satisfaction 2k 4+ 1 and 3/2k. Hence, there
is no EF and PO allocation that is per-round EF1.

Finally, observe that we can make an analogous counter-example where all items are
chores by multiplying all the utilities by —1. O

Luckily, if £k = n = 2, then this is always possible. To prove this, we show that, in
this case, it is always possible to transform an allocation that is PO and EF overall to an
allocation that is per-round EF1 while preserving the PO and EF guarantees.

Theorem 13. Suppose k = n = 2. Given an allocation sequence that is Pareto-optimal and
envy-free overall, an allocation sequence which is Pareto-optimal, envy-free, and per-round
EF1 can be computed in polynomial time.

Proof. Consider some overall PO and envy-free allocation sequence 5(?) for two agents. Let
I; = pi Np? (and similarly for I5) be the items assigned to agent 1 (resp. 2) in both rounds.
Moreover, let A = I'\ (I UI3) be the items that each agent receives once. Observe that, by
PO, we can assume that every subjective item o is always assigned to the agent i € {1,2}
for whom u;(0) > u;(0) (where j is the other agent). Furthermore, we can remove objective
null items from consideration, as they can be assigned to any agent in any round without
changing the outcome.



Hence, all items in A are objective goods or chores. Let AT C A be the objective goods
in A, and let A~ C A be the objective chores in A. Clearly, AT N A~ = (.
We refine this allocation sequence via the following procedure:

1. Start with an allocation 7(®) where 7§ = I, UA™, 1} = [,U A", 7} = I, U At and
W% =1L, UA".

2. For each o in A, do:
(a) If 7 is per-round EF1, break the loop.

(b) Else: if o is an objective chore, remove o from 7{ and 72, and add it to 72 and
72; if 0 is an objective good, remove o from 73 and 7%, and add it to 7 and 73.

3. Return 7.

7'['1 772
AT I cTT T V]

o o
<—l— A+ : l A+ #‘*)
[ | [ |

A — AT
[, J o O|L__"___ J
i 3 7 3

Figure 2: Exchanges of goods and chores between agents in step 2(b) of the algorithm.

In other words, we start by assigning all chores in A to agent 1 in the first round (and
to 2 in the second round), and conversely for the goods. Then, we progressively swap the
chores from 1 to 2 in the first round, and vice-versa in the second round, and conversely for
the goods. We stop when the overall allocation is per-round EF1. This algorithm clearly
runs in polynomial time: it remains to show that it is correct.

We begin by showing the following fact, which will be useful throughout the proof:

2ui () +u1(A) =2 2uy (I2) + w1 (4) = (by envy-freeness)
u1 (1) = ui(12)

Similarly, we can derive ug(I2) > ua(l1). Next, observe that this algorithm returns a PO
and EF allocation, since we never change the total amount of times an agent receives an
item w.r.t. the initial allocation.

Consider now the initial allocation 7(?), before executing the loop in Step 2. If this is
per-round EF1, we are done. Thus, suppose agent 1 envies agent 2 in some round (the
case were 2 envies 1 is analogous): then we must have that 1 envies 2 only in the first
round. Indeed, suppose towards a contradiction that 1 envies 2 in the second round, i.e.,
ur(lh UAT) <uy(lo U A™). We get:

ul(ll U A_) < ’U,l(Il U A+) < ul(Ig ] A_) < ul(lg U A+)

But u; (I U A7) < uy(I; U AT) means that agent 1 envies 2 in the first round as well.
Furthermore, since the overall allocation is EF, agent 1 can only envy 2 in one (i.e., the
first) round; hence, we obtain uy (I UAT) > uy(lo U A7).

Thus, in the first round, agent 1 initially envies 2, but by the end of the iteration in Step
2, agent 1 cannot envy 2 anymore, since u1(I; U AT) > uy(Io U A7). Therefore, there must
be an item o* such that, after transferring o*, agent 1 does not envy 2 in the first round
anymore. In the following, we assume that o* is a chore (the case where o* is a good is
analogous). That is, there must be two disjoint sets L, R C A\ {o*} (with LURU{0o*} = A)
and an allocation 77(?) such that:
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e In the first round n!, agent 1 gets I; U L U {0*} and agent 2 gets Iy U R.
e In the second round n?, agent 1 gets I U R and agent 2 gets I, U L U {0*}.
o u (L ULU{0*}) <ui(Ia UR) and ui([; UL) = uy (I U RU {0*}).

Crucially, observe that we can suppose w.l.o.g. that after transferring o*, agent 2 does
not envy 1 in the second round anymore, i.e., ug(IaUL) > ua(l1 URU{0*}). Otherwise, i.e.,
if after transferring o* agent 2 envied agent 1 in the second round, by the same argument
as above, we could carry on the iteration until we reach some item of # o* such that, after
transferring of, agent 2 does not envy 1 in the second round anymore. At that point, we
would have that agent 1 does not envy 2 in the first round either (by the above assumption
about 0*), and thus we could repeat our analysis by taking agent 2 instead of 1 as the initial
envious agent, o instead of o*, and obtain a completely symmetrical treatment.

With the above settled, there are four cases to consider:

e Case 1: u;([; UL) > u;(I UR) and uy(Iy U L) > us(I; UR). In this case, 7 is
per-round EF1. Indeed, agent 1 is envious in the first round, so by EF she cannot be
envious in the second round. By removing o* from her allocation in the first round, we
eliminate envy for agent 1, since uy (I3 UL) > u1(lo UR). Furthermore, agent 2 cannot
be envious in the first round (otherwise, since agent 1 already is envious, we could swap
their allocations in the first round and increase both agents’ utility, contradicting PO).
Finally, if agent 2 is envious in the second round, we can eliminate envy by removing
o* from her allocation, as ug(lo U L) > uz(I; U R).

For the remaining cases, let us update 7(® as follows: assign o* to agent 2 in the first
round, and to agent 1 in the second round (i.e., we transfer 0*). We show that, in the three
remaining cases, this updated sequence is per-round EF1.

First, observe that, since by assumption we have uy(I; U L) > u;(Is U RU {0*}) and
ua(Io UL) = ua(I; URU{0*}), agent 1 does not envy 2 in the first round (and agent 2 does
not envy 1 in the second round). Next:

e Case 2: u3(lh UL) < u3(Ia UR) and ua(Io U L) < ug(l; U R). This implies that
u1 (I UL) < uy(l; UR) and ug(l; U L) < uz(I2 U R). Here, 7(? is per-round EF1: if
we remove o* from the allocation of 1 (resp. 2) in the second round (resp. first) we
eliminate envy, since u;(lo U L) < u1(l1 UR) and ug(I; U L) < ug(Iz U R).

e Case 3: ui([; UL) < u1(Is UR) and ugs(lo U L) > us(I; U R). Again, this implies
ui(IoUL) < uy(l; UR). Therefore, if we remove o* from the bundle of 1 in the second
round, she does not envy 2. It remains to show that agent 2 does is not envious in
the first round once we remove o* from her bundle. Towards a contradiction, assume
that us(Io U R) < us(Il; U L). Now, suppose we change the first round as follows:

— Agent 1 gets assigned I3 U R instead of I3 U L and
— Agent 2 gets assigned I; U L U {0*} instead of I U RU {o*}.

Observe that, since uq ([1UL) < w3 (IoUR) and ug(IoUR) < ug(l;UL), this is a Pareto-
improvement over the original allocation: contradiction. Thus, us(IoUR) > us(I1UL),
and agent 2 is not envious in the first round if we remove o* from her allocation.

e Case 4: u; (I UL) 2 u1(IUR) and ua(Io U L) < uz(l; U R). Here, the argument is
symmetric to the previous case.

In all cases, we find a per-round EF1 allocation. This concludes the proof. O
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Combining the above with Theorem 10 and Proposition 11, we get the following.

Corollary 14. If kK = n = 2, then an allocation which is Pareto-optimal and envy-free
overall and per-round EF'1 always exists. Moreover, it can be computed in time O(m - 3™),
and when each utility u;(0) is an integer in FPT time with respect to Umaz-

As we have seen in Proposition 12, we cannot guarantee per-round EF1 together with
PO and EF overall for a more general number of rounds k£ € 2N with k£ > 2. Nevertheless,
these properties become compatible if we relax a per-round fairness requirement to weak
EF1. Again, to do this, we show that it is always possible to transform an allocation that
is PO and EF overall to an allocation that is per-round weak EF1 while preserving the PO
and EF guarantees.

Theorem 15. Suppose n = 2. Given a k-round allocation that is Pareto-optimal and
envy-free, an allocation which is Pareto-optimal, envy-free, and per-round weak EF1 can be
computed in polynomial time.

Corollary 16. Ifn =2 and k € 2N, then an allocation which is Pareto-optimal, envy-free,
and per-round weak EF1 always exists. Moreover, it can be computed in time O(m-(k+1)™),
in FPT time with respect to m, and when each utility u;(0) is an integer in FPT time with
respect 10 Upqz -

Note that in order to obtain Corollary 16, it suffices to prove Theorem 15, since we can
apply Theorem 10 and Proposition 11 to obtain an allocation 7(F) = (7!, 72, ... 7*) that
is PO and envy-free overall when k € 2N.

Now, suppose that we are given a Pareto-optimal and envy-free k-round allocation.
Looking into each individual round, there may be an allocation 7’ that is not fair. Similarly
to the proof of Theorem 13, we thus repeatedly transfer an item between envious rounds and
envy-free rounds while preserving the property that the overall allocation 7%) is PO and EF
over the course of the algorithm. We can show that this process terminates in polynomial
time and eventually yields a per-round weak EF1 allocation. A formal description of our
algorithm is presented in Algorithm 1 in Appendix A.

Finally, we show that, if we do not require PO, an allocation that is EF and per-round
EF1 can always be found (when k is even) in polynomial time.

Theorem 17. If n = 2 and k € 2N, then an allocation which is envy-free overall and
per-round EF1 always exists, and can be computed in polynomial time.

We do not know whether EF and per-round EF1 can be simultaneously achieved for
n > 2 agents and k € nN rounds (EF overall is possible in this case by Proposition 4). We
leave it as an interesting open problem for future work.

5 Conclusion

We have seen that in our model of repeated allocations the (necessary) trade-off between
fairness and efficiency is much more favorable than in the standard setting without repe-
titions. In the case of two agents, we presented an algorithm guaranteeing envy-freeness
and Pareto-optimality for an even number of rounds. As this algorithm requires exponen-
tial time, it would be of interest to study the computational complexity of related decision
problems, investigating whether and where polynomial-time results are obtainable.

The n-agent algorithm yields slightly weaker guarantees (proportionality and Pareto
efficiency), which are still an improvement over the setting without repetition. It remains
for future work to determine whether this result can be strengthened by additional per-round
guarantees, as we have in the 2-agent case.
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A Omitted Examples and Proofs

Example 2. Consider the following profile for two agents N = {1,2} expressing their
utilities over three goods I = {01, 02, 03}:

‘ 01 02 03

45 3 7
9 5 10

N =

Consider now a two-round sequence 7(?) = (7!, 72) where we apply the GAW algorithm

by choosing agent 1 as the loser in the first round and agent 2 as the loser in the second
round. We then get allocation 7! with 7 = {03} and 74 = {01,02}, and an allocation 72
with 72 = {02,03} and 72 = {01 }. Both 7 and w5 are, by themselves, EF1 and PO (as we
used GAW each time). However, 7 is not EF, since 2 envies 1. By multiplying all the
utilities by —1, we obtain an analogous example for the case where all items are chores. A

Theorem 6. Ifn > 2, for every k € N, an allocation that is envy-free and Pareto-optimal
overall is not guaranteed to exist, even if the items are all chores.

Proof. First, observe that, by Propositions 1 and 5, if &k is not a multiple of n, we are done.
Now let k& be a multiple of n. Consider the following profile, where s and b stand for a small
chore and a big chore, respectively:

‘ s b
1 -1 —k
2 -1 —k

n—11] -1 —k
n -1 —k/n

Let p = *¥/n. We claim that in every sequence of allocations that is EF overall, all agents
must receive s and b the same amount of times (namely p times). Before proving this claim,
observe that any such allocation always has a Pareto improvement. Indeed, suppose that
agent 1 gives one of her allocations of b to agent n and agent n gives back to 1 all of her
allocations of s. Then, agent 1 will be happier (she increased her utility by k — %/»), and all
other agents will be equally happy (for ¢ € {2,...,n — 1} nothing changes, while n gains ¥/n
but also loses */n utility). However, agent 2, e.g., now envies 1.

Let us now prove the claim that all agents receive both items p times. Let s; and b; be
the number of times where agent ¢ receive items s and b, respectively. We will first prove
that, for every i,j € [n — 1], s; = s; and b; = b; must hold. Consider agents 1 and 2, and
suppose towards a contradiction that b; < bs. To guarantee envy-freeness, we must have
—s81—kby = —sg —kbg, which means that s; —se = k(ba—b1). Since s1, 82,b1,b2 € {0,...,k}
and b; < by, this holds if and only if s; = k and s3 = 0 and by = b; + 1. Furthermore,
note that s; = k implies that for every other agent j # 1, s; = 0. Thus, to guarantee
envy-freeness, we must have that, for all agents i € {3,...,n— 1}, b; = bo = by + 1 holds as
well (as s; = 0 = s2).

Now, for agent 2 not to envy agent n, we must have —bsk > —b,k and thus by < b,,. For
agent n not to envy agent 2, we obtain similarly that by > b,,. Thus by + 1 =by = --- = by,
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which implies:
> b=k,
i€[n]
:>b1+(n71)(b1+1):k,
= nbj+(n—1)=k,

(n—1)

ép:blﬁ»

Since p,n,b; € N and n > 2, we finally have our contradiction: thus, b; > bs. By a
completely symmetrical argument we get that by = by must hold (which implies s; = s9 by
envy-freeness). Furthermore, we can repeat this argument for every pair of agents ¢ and j
with 4, j € [n — 1]. Thus, every such pair of agents must have b; = b; and s; = s;.

We are ready to prove that all agents must receive both items the same amount of times,
namely p times. First, for agent 1 not to envy agent n, we must have:

— 81 — k’bl 2 —S8n — k‘bn,

= —s1 — kb1 > 7(/€ — (TL — 1)81) — k(k — (n — ].)bl),

k k
- 51— — Sk(*—bl),

n n
= s1 —p < np(p — b).
With a similar line of reasoning, we can show that, for agent n not to envy agent 1, we must
have that s; —p > p(p —b1). Additionally, we know that (n—1)s; < k (as we cannot assign

s to the agents in [n — 1] more than & times), which gives s; < p-"5. We can now show the
following (given p > 1):

31_p> (p_bl)a

ﬂfl n 1

p
<~ (p—b) < < —-1= <

Since p — by € Z, p > by would imply 1 < p—b; < %, a contradiction: hence, p < b;. By
the above, we also know that p(p — b1) < s1 —p < np(p — b1), and thus:

p(p —b1) < np(p — b)),
= (p—b1) < n(p—bh),

which implies p > b;. Hence, by = p = ¥/n. Finally:
p(p—b1) =0< s —p<np(p—b)=0.

This gives s1 = by = p = */n, which in turn yields 1 = by = -+- = s, = b, = ¥/n. This
concludes the proof. O

Example 3. Consider the following profile for three agents N = {1,2,3} expressing their
utilities over two goods I = {01, 02}:

‘ 01 02
111 2
211 2
311 1
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Assume k = 3. One can verify that, in order to be achieve envy-freeness, all agents must
receive both goods exactly once. This gives total utilities 3, 3 and 2 for agents 1, 2 and
3, respectively. However, any such allocation sequence is dominated by a sequence where
agent 1 gets oo twice, agent 2 gets both items once, and agent 2 receives o1 twice. Indeed,
this gives total utilities 4, 3 and 2 for agents 1, 2 and 3, respectively. However, here agent
2 envies agent 1. Thus, no envy-free and PO allocation exists for k = 3. A

Proposition 9. If n = 2, for additive utilities, proportionality implies envy-freeness.

Proof. Let N = {1,2} and consider some proportional allocation 7*). Then we get:
>
E-uy(I) —uy(ng%) = k2 u (1) =
<

Thus, 1 does not envy 2. A symmetrical argument shows that 2 does not envy 1. Hence
%) is envy-free overall. O

Theorem 15. Suppose n = 2. Given a k-round allocation that is Pareto-optimal and
envy-free, an allocation which is Pareto-optimal, envy-free, and per-round weak EF1 can be
computed in polynomial time.

We prove that given an allocation that is PO and EF overall, Algorithm 1 transforms it
into a per-round weak EF1 allocation while keeping the PO and EF properties. Specifically,
our adjustment procedure is divided into two phases: one that makes 7#(*) weak EF1 for
agent 1 (Lines 3 — 13), and another that makes 7(*) weak EF1 for agent 2 (Lines 15 — 25).
In the first phase, it identifies 7/ and 7* where agent 1 envies the other at 7T? but she does
not envy at 7 (Line 4 and Line 6). It then finds either a good o in 7} \ 7] or a chore in
W{ \ 7t (Line 7) and transfers the item between 7i and ﬂ{ without changing the overall
allocation. That is, the algorithm transfers item o from 7 to 7} and from 3 to 77 if it is a
good (Line 9); it transfers item o from 7} to i and from 7 to 7} if it is a chore (Line 11).
In the second phase, we swap the roles of the two agents and apply the same procedures.

The following lemmas ensure that a beneficial transfer is possible between the envious
round 7/ and the envy-free round 7* while keeping the PO and EF property.

Lemma 18. Let %) be a k-round allocation. Take any pair of distinct rounds i,j € [k].
Suppose that agent 1 envies agent 2 at 7 but does not envy agent 2 at w*. Then, there exits
an item o such that

e oemi\ 7wl and ui(0) >0, or
e ol \ 7l and ui(0) <O0.

Proof. Since agent 1 envies agent 2 in the j-th round and does not envy in the i-th round,

we have uy (77) < uy (7)) and wy (78) > uy (7}). Thus, ug (i) > u12(1)

that there exits an item o € % \ 77 with u1(0) > 0, or there exists an item o € 7 \ 7} with
ui(0) < 0. O

> uy (), which means

Lemma 19. Supposen =2 and N = {1,2}. Let 7 be a k-round allocation that is PO and
EF. Take any pair of distinct rounds i,j € [k]. Consider the following k-round allocation
(71, ..., 7%) where 7, = m; for t # 4,5 and there exists o € 7% such that

o it =i\ {o} and 74 = w4 U {0}, and
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o ! =nl U{o}, and 7} = 7} \ {o}.
Then, (7',...,#%) is both PO and EF overall.

Proof. The claim clearly holds since the two k-round allocations 7(%) and (71, .., #"*) assign
the same set of items to each agent. O

Algorithm 1: Algorithm for computing a PO and EF allocation that is per-round
weak EF1
1 Input: A PO and EF allocation #*) = (r1,... 7%);
2 Let E; denote the set of indices i such that 7 is not envy-free for agent 1. Let
F1 = [k] \El,
// Envy-adjustment phase for agent 1
3 while there exists j € E1 such that 7 is not weak EF1 for agent 1 do

4 Take such j € Ey;

5 | while 77 is not weak EF1 for agent 1 do

6 Let 7 be a round with minimum index i € Fi;

7 Take item o such that o € i \ 77 with u1(0) > 0, or 0 € 7 \ ! with u;(0) < 0
(the existence of o is guaranteed by Lemma 18);

8 if uq(0) > 0 then

[Set wf = 7{ \ {o}, 7 = w5 U {o}, 7 = ] U {0}, and 7} = mj \ {o};

10 else

11 [Set ] =\ {o}, 7 =, U {o}, mi =7} U{o}, and m§ = 73 \ {o};
12 if 7 is not envy-free for agent 1 then
13 |Set F1 = Fy\ {i} and By = By U {i} ;

// Envy-adjustment phase for agent 2
14 Let E, denote the set of indices i such that 7 is not envy-free for agent 2. (Note
that Eo C F at this point.) Let F» = [k] \ Es.;
15 while there exists j € Ey such that 7/ is not weak EF1 for agent 2 do

16 | Take such j € Ey;

17 | while 77 is not weak EF1 for agent 2 do

18 Let 7 be a round with minimum index i € Fb;

19 Take item o such that o € 7 \ 73 with ua(0) > 0, or 0 € 73 \ 7§ with uz(0) < 0
(the existence of o is guaranteed by Lemma 18);

20 if uz(0) > 0 then

21 LSet 7y =75 \ {o}, 7t = wt U {0}, m) = m, U {0}, and 7] = 7 \ {o};

22 else _ » _ _

23 |Set 7§ =73\ {0}, 7] =] U{o}, 7§ = m§ U {0}, and i = 7% \ {o};

24 if 7 is not envy-free for agent 2 then

25 LSet Fy = F\ {i} and Ey = Es U {i};

We are now ready to prove Theorem 15.

Proof of Theorem 15. In the following, we refer to the first while loop (Lines 3 — 13) as the
first phase and the second while loop (Lines 15 — 25) as the second phase.

To see that the first phase is well-defined, we show that during the execution of the first
phase, F) is nonempty and corresponds to the rounds where agent 1 is envy-free. Indeed,
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consider the allocation 7/ just after Line 11; since 7/ is not weak EF1 before the transfer
operation in Lines 9 and 11, agent 1 remains envious at 77 just after Line 11, and hence j
continues to belong to Fy. Thus, during the execution of the first phase, F; corresponds to
the set of the rounds where agent 1 envies the other while F; corresponds to the set of rounds
where agent 1 is envy-free. Further, by Lemma 19, the algorithm keeps the property that
the allocation 7(¥) is PO and EF; by Pareto-optimality of 7(¥), each «* for i € [k] is Pareto-
optimal within the round. Thus, at most one agent envies the other at each 7¢. Therefore,
during the execution of the first phase, #(*) remains envy-free for agent 1, which implies
that there exists a round ¢ such that 7* is envy-free for agent 1, namely, F} is nonempty.
By Lemma 18, there exists an item o satisfying the condition in Line 7. A similar argument
shows that the second phase is also well-defined.

Next, we show that the first phase terminates in polynomial time and the allocation
7 just after the first phase is per-round weak EF1 for agent 1. To see this, consider 7
defined in Line 6. After the transfer operation in Lines 9 and 11, 7% does not violate weak
EF1 from the viewpoint of agent 1; indeed, agent 1 may envy the other at m* after the
transfer operation, but since 7 is envy-free for agent 1 before, the envy can be eliminated
by either stealing the good o (u1(0) > 0) from the other agent, or transferring the chore o
(u1(0) < 0) to the other agent. Now, consider the allocation 7/ that is not weak EF1 for
agent 1. Clearly, at each iteration of the while loop in Lines 5 — 13, the number of goods o
(u1(0) > 0) increases while the number of chores o (u1(0) < 0) decreases for agent 1. Thus,
7/ becomes weak EF1 for agent 1 in O(m) iterations. Thus, we conclude that the first phase
terminates in polynomial time and the allocation 7(¥) just after the first phase is per-round
weak EF1 for agent 1.

A similar argument shows that the second phase terminates in polynomial time and the
final allocation is per-round weak EF1 for agent 2. It remains to show that 7(%) remains
weak EF1 for agent 1 during the second phase.

Consider an arbitrary iteration in the second phase and allocations 7% and 7/ defined
in Lines 16 and 18, respectively. Let o be an item chosen in Line 19. Assume that 7* and
mJ are weak EF1 for agent 1 before the transfer operation in Lines 21 and 23. We show
that both 7* and 77 remain weak EF1 for agent 1 just after the transfer operation. First,
consider 7. Since after the swap 7’ remains Pareto-optimal within the round, we have:

o If uz(0) > 0, then uq(0) > 0.
o If uy(0) < 0, then uy(0) < 0.

Thus, agent 1’s utility does not decrease after the transfer operation. Thus, 7° remains weak
EF1 for agent 1.

Next, consider 7. As we have observed before, agent 2 remains envious at 7/ just
after the transfer operation in Lines 21 and 23 since 7/ is not weak EF1 for agent 2 before
the transfer operation. This means that by Pareto-optimality of 7, 77 is still envy-free for
agent 1 after the transfer operation. Thus, 77 is weak EF1 for agent 1.

It is not difficult to see that Algorithm 1 runs in polynomial time. O

Theorem 17. If n = 2 and k € 2N, then an allocation which is envy-free overall and
per-round EF1 always exists, and can be computed in polynomial time.

Proof. Consider the following procedure. Create a sequence of items P = (01,02, ...,0m).
EOI‘ j = 1, 2, e, Mm, let Ij = {01, 02,..., Oj} and Ij = {Oj+1, 0542y, O"L}. Let I() = @ and
Iy = I,,,. Observe that we have either

L] ul(I()) g Ul(jo) and Ul(Im) Z ul(fm), or

e uy(ly) = ui(lp) and uy (L) < uy(Ln).
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Thus, there exists an index j € {1,2,...,m} where the preference of agent 1 switches when
o; moves from the right to the left bundle, namely,

(1) ui(lj—1) < wr(Li—1) and ui () > ui(I;), or

(Zl) Ul(ijl) = ul(ijl) and ul(Ij) < ul(fj).
Let L = I;_; and R = I;. Assume without loss of generality that u;(L) > u1(R).

First, suppose that we are in the first case (i), i.e., u1(I;—1) < ui(I;—1) and uy (1)
u1(Z;). In other words, this means that agent 1 weakly prefer a bundle with o;: u;i(L)

ui(RU{o;}) and w1 (L U {o;}) > u1(R). Consider the following cases.

2
<

e Suppose that agent 2 weakly prefers L to the remaining items, or R to the remaining
items, i.e., ua(L) > ua(RU{0;}) or us(R) > ua(L U {o;}). Then, there is an envy-
free allocation and hence the sequence that repeats this allocation k times is a desired
solution. Indeed, if ua(L) > ua2(RU{o0;}), then the allocation that allocates R together
with o; to agent 1 and L to agent 2 is an EF allocation. If ug(R) > ua(LU{o;}), then
the allocation that allocates L together with o; to agent 1 and R to agent 2 is an EF
allocation.

e Suppose that agent 2 weakly prefers R U {o;} to L, and L U {o;} to R, namely,
u2(RU{0;}) 2 uz(L) and uz(L U {0;}) = uz(R). If ug(R) < ug(L), this means that
both agents weakly prefer L to R; thus, a sequence that repeatedly swaps two bundles
L and R U {o;} among the two agents is a per-round EF1 and EF. On the other
hand, if ug(L) < uz(R), this means that the two agents have a different preference
among L and R: while agent 1 weakly prefers L to R, agent 2 weakly prefers R to
L. Thus, allocate L to agent 1 and R to agent 2 and alternate between assigning
item o; to agent 1 and to agent 2. Clearly, such a sequence is per-round EF1. To see
that it is EF, observe that we have ui(L U {0;}) 2 wi(RU {o;}) and u1(L) > u1(R)
and thus agent 1 does not envy agent 2 at the k-round allocation. Similarly, we have
uz(RU{0;}) = us(LU{o;}) and us(R) > ua(L) and thus agent 2 does not envy agent 1
at the k-round allocation.

Next, suppose that we are in the second case (ii), i.e., u1(I;_1) > u1(I[;—1) and us(I;) <
u1(I;). In other words, agent 1 weakly prefer a bundle without o;: w1 (L) > ui(R U {o;})
and u1(L U {o;}) < u1(R). Consider the following cases.

e Suppose that agent 2 weakly prefers RU {o;} to L, or LU {0,} to R, namely, us(RU
{0j}) = ua(L) or uz(L U{o0j}) = ua(R). Then, we show that there is an envy-free
allocation and hence the sequence that repeats this allocation k times is a desired
solution. Indeed, if ua(RU {0;}) > u2(L), then the allocation giving L to agent 1 and
RU{o;}) to agent 2 is an EF allocation. Similarly, if ua(L U {0;}) > ua(R), then the
allocation giving R to agent 1 and L U {o;}) to agent 2 is an EF allocation.

e Suppose that agent 2 weakly prefers L to RU{o;}, and R to LU{o;}. If ua(L) > ua(R),
this means that both agents weakly prefer L to R; thus, a sequence that repeatedly
swaps two bundles L U{o;} and R among the two agents is a per-round EF1 and EF.

If ug(R) > wo(L), then this means that the two agents have a different preference
among L and R: while agent 1 weakly prefers L to R, agent 2 weakly prefers R to
L. Thus, allocate L to agent 1 and R to agent 2 and alternate between assigning
item o; to agent 1 and to agent 2. Such a sequence is per-round EF1. To see that
it is EF, observe that we have u1(L) > w1 (R) and w1 (L U {o;}) > u1(R U {o;}) and
thus agent 1 does not envy agent 2. Similarly, since ug(RU {0;}) > ua(L U {0;}) and
uz(R) > uz(L), agent 2 does not envy agent 1.
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It is immediate to see that the above procedure can be implemented in polynomial time.
This concludes the proof. O
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